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Abstract

In this paper we use Markov chain Monte Carlo (MCMC) methods in order to estimate and compare GARCH models from a
Bayesian perspective. We allow for possibly heavy tailed and asymmetric distributions in the error term. We use a general method
proposed in the literature to introduce skewness into a continuous unimodal and symmetric distribution. For each model we compute
an approximation to the marginal likelihood, based on the MCMC output. From these approximations we compute Bayes factors
and posterior model probabilities.
© 2012 IMACS. Published by Elsevier B.V. All rights reserved.
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1.  Introduction

Autoregressive conditional heteroskedastic (ARCH) models of Engle [16] and its generalization, the GARCH model
of Bollerslev [8] have been around for a long time now and a large amount of theoretical and empirical research has
been produced in the past two decades or so. Most of the work was based on (quasi-)likelihood methods and the
generalized method of moments (see for example [9]) and much less attention was paid to inference procedures from a
Bayesian perspective. More recently however Bayesian computational methods based on Markov chain Monte Carlo
(MCMC) have been utilized to address the complexity of these models (see for example [5,25]).

The GARCH(p,q) model estimates the volatility of a return yt as

yt =  εt
√
ht,  εt∼D(0,  1)

ht =  ω  +
p∑
i=1

αiy
2
t−i +

q∑
i=1

βiht−i.

where ht is the (unobservable) conditional variance of yt given previous information It−1 = {yt−1, yt−2, . .  .  }, the εt are
i.i.d. and D(0, 1) denotes a distribution with mean zero and variance 1. Positivity and covariance stationarity constraints
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