Isi oad g3 sl wilebes 5 Slolons asliladgs o< o
e

yvaa JL..: FYBVY axan & ‘SJLJ O)Lo..fa P9 o)Lo.ﬁ: P g JLa -’/jé';vf:;“/}\:/tr’v’

0 gy )55 (Slady slome yo dole Wiy (0ol (5 SOl @1 yb 3l (6,0 4y oliwe

A SOV PSP R & S JAPE [ 3 (O

Yol

Sl LIS (LB SRS« igealS 5 2 omsiiis 00SElS ol ¢ sole Cin g

LRV

S8, sihis o Jole axiliz g 510 0429 i Jobs adads Loxe ol j0 .l lag 5l 4y )13 10 oo 5 adgl Blawo 31 G Slads sloxo 039

Sl ) 6 )Kan pae () Kad pac 5 (6, Ken Jos 90 a5 s g 4 oltws sl b Jele jslaie oy taisS oo 6}@4]453&)0“\-‘-‘5
onlpls oS Obl 1) 6, Ken Jole 95 5o a8 conl cpl oo 1 5 0,10 02y i alas 4 s (g alaii o Jale (gl 4l j0 oS o
el oabaid F kas 0 08 (6 8ol 0,50, SO L odisd )| ST Slad) lere Do a4y Sl slese b Jole (6, Sen e iali8l g jo
S0 Jele ais a1 o ) ole 315 cnlonds o Jole (6,00 l5e Gial38l o Hla3 0,90 5,505, a5 sl (ol s ylis allis gl

Sl 5 S e il | (g Ko

LSTM? . Jlite 5, (San ¢ sl 5,50k < onigd |S535 Sas; sloms ¢ blite (5, Kan pas 1 guudS cslods

i a5 Achieving Cooperation Through Multi agent
Reinforcement Learning In Iterated Prisoner's Dilemma
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Abstract

Mutual Defection Nowadays, the prisoner’s dilemma is one of the primary and important issues
Iterated Prisoner’s in game theory. In this dilemma, there is a Nash Equilibrium, and if the agents
Dilemma behave rationally, they play at point; For this purpose, the agents choose defection
Reinforcement learning between the two actions of cooperation and defection to achieve greater profit.
Mutual Cooperation However there is a better point for the agents than the Nash Equilibrium, it is that
LSTM(Long Short Term both agents choose the cooperation. However there is a better point for the agents
Memory) than the Nash Equilibrium, it is that both agents choose the cooperation. Therefore,

in order to increase the rate of cooperation of the agents, the prisoner's dilemma
has been considered as iterated prisoner's dilemma with a reinforcement learning
approach. The results of the article show that the desired approach let has increased
the rate of cooperation of the agents, and if one agent choose the cooperation, the
s oigi uosh other agent also chooses cooperation and vice versa.
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